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ABSTRACT

Stereophony and Wave Field Synthesis are capable of providing the listener with a rich spatial audio experience.
They both come with different advantages and challenges. Due to different requirements during the music
production stage, a meaningful direct comparison of both methods has rarely been carried out in previous research.
As stereophony relies on a channel- and Wave Field Synthesis on a model-based approach, the same mix cannot be
used for both systems. In this study, mixes of different popular-music recordings have been generated, each for
two-channel stereophony, surround stereophony, and Wave Field Synthesis. The focus during the mixing process is
on comparability between the reproduction systems in terms of the resulting sound quality. In a paired-comparison
test listeners rated their preferred listening experience.

1 Introduction

An important aspect of popular music is sound qual-
ity, which largely influences the listening experience.
Besides the overall tonal balance, the spatial impres-
sion and aspects such as the resulting desired excite-
ment need to be considered in sound quality assessment.
Studies have shown that a higher number of loudspeak-
ers active during play-out leads to better results, for
example in spaciousness and listener envelopment [1],
which benefit high immersion of listeners. Furthermore,
higher immersion is linked to stronger emotional reac-
tions [2]. The present study investigates the benefits
that spatial audio systems may provide to the listening
experience of popular music.

Up until now, the music production industry almost
exclusively covers spatial reproduction systems based
on stereophony, like two-channel stereophony (Stereo)
or 5.1 surround stereophony (Surround) [3]. They
rely on applying level and time differences between
the loudspeakers in order to position phantom sound
sources. For this purpose, channel-based production
techniques have been developed and perfected during
the past decades. A different method for spatial mu-
sic (re-)production is Wave Field Synthesis (WFS),
which tries to synthesize a sound field in an extended
listening area. WFS relies on a model-based mixing
approach [4], wherefore traditional recording and mix-
ing approaches are not suitable. Stereophonic mixes



Hold, Wierstorf, Raake Difference Between Stereophony and Wave Field Synthesis

Snare

x / m

-2 -1 0 1 2

y
 /

 m

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

A
m

p
lit

u
d

e
 (

d
B

)
-45

-40

-35

-30

-25

-20

-15

-10

-5

0

(a) Stereo, phantom source at (0,1)m.
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(b) WFS, focused source at (0,1)m.

Fig. 1: Simulated sound pressure of a snare hit signal, reproduced by different spatial audio systems, plotted at a
given time sample for the listening area. The black dots indicate the positions of available loudspeakers, the
white loudspeaker symbols highlight the active ones for the actual reproduction.

cannot easily be transformed so as to perform optimally
in a WFS-reproduction context.

These problems have prevented direct comparisons be-
tween stereophonic methods and WFS for popular mu-
sic in the past. Only single perceptual attributes for very
basic sound scenes were investigated. Wierstorf et al.
[5] showed that localization for a single source is better
in WFS than in stereophony. Impacts of the sound mix
are thereby bypassed, but the results cannot directly
be transferred to more complex music scenes. It is not
clear yet, how WFS affects listening preferences in the
context of popular music.

Besides all the spatial benefits of WFS, it can add ar-
tifacts in the form of comb-filter like alterations of
the frequency spectrum and smearing of the time sig-
nals [6]. Both are due to spatial aliasing which occurs
for frequencies above 1.5 kHz in the utilized WFS sys-
tem setup. Those artifacts are not always audible, but
especially in the case of focused sources, they could
alter considerably the hearing impression [7] and have
to be kept in mind during the mixing process.

Since the sound pressure distribution for the same
acoustic scene differs substantially (Fig. 1), the ques-
tion arises, how the perceived scene differs. The goal of
the present study is to compare Stereo, Surround, and
WFS against each other in terms of which system is

preferred for the reproduction of popular music. A lis-
tening test investigates the preference applying a paired
comparison paradigm. The listening test includes dif-
ferent complex scenes that are created in a mixing step.
To ensure that the preference of the listener is not dom-
inated by the mixing steps, they were all performed by
the same person with the mixing goal of comparability.
The next section details this process.

2 Methods

The first part of this section describes in detail how
the stimuli for the listening experiment were designed.
Since we do not want to rely on up- or down-mixing
algorithms, this included a mixing stage that had to
deal with the two – sometimes contradicting – goals
of achieving comparable mixes between the systems
and achieve the best possible result for every observed
system.

2.1 Reproduction Systems

The observed systems are set up in parallel by using
corresponding speakers of a circular loudspeaker array
shown in Fig. 2. This leads to a native Stereo and Sur-
round setup according to ITU-R [8]. WFS is played
out employing 56 available loudspeakers. All variants
are using a subwoofer, integrated as a dedicated sec-
ondary source in WFS, via bass-management in both
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Fig. 2: Setup of the loudspeaker array used for all re-
production methods. In the case of WFS all
loudspeakers were available to the renderer, in
the case of Surround the loudspeakers marked
in blue were used. For Stereo, only the two
front loudspeakers of the Surround setup are
active. For all methods a subwoofer was avail-
able in the front of the loudspeaker array. The
listener was always placed at the center of the
loudspeaker array.

stereophonic setups respectively. The chosen setup al-
lowed a outsourced Digital Audio Workstation (DAW)
to run from the monitoring position, which forwards
all output channels via MADI. The following audio
server routes all signals, including bass-management,
and performs the WFS processing. We used a WFS
implementation available as open source by the Sound-
Scape Renderer [9]. We modified the source code of
the renderer in order to disable the inherent amplitude
decay for different virtual source positions. This leads
to a more practical setup for music mixing, because
it allows for amplification of single sources indepen-
dently of their spatial position.

2.2 Stimuli and Mixing Process

All stimuli are generated from freely available or self-
made recordings and are composed of mainly acoustic
instruments [10]. Every song has to be available as
multi-track recordings, which means that every instru-
ment is picked up individually, often by multiple micro-

phones and repetitions. Four different popular music
recordings supply the source material. Two of them
include stylistically different bridge parts and these are
therefore presented additionally. The four recordings
consist of a pop-rock song with live feeling and male
vocals, presented complete (’Track A1’) and from its
guitar solo bridge (’Track A2’), a more sentimental pop
song with deep male vocals, again complete (’Track
B1’) and with its very spatial guitar bridge (’Track B2’),
a slightly heavier rock song with female vocals (’Track
C’) and a shorter hip-hop track (’Track D’) with male
rap vocals.

The mixing process of popular music involves stages
that are more or less independent from the involved
reproduction system. On the other hand, some stages
like panning and reverberation have to be adjusted on
each single systems in order to ensure they are used
in the best possible way. Applying advanced mixing
techniques demands for an adaptation to WFS, as most
modern mixing techniques are based on channel-based
stereophony and not on the model-based approach
taken by WFS.

Figure 3 shows a block diagram of the basic layout we
applied in order to create comparable mixes for differ-
ent systems. Red arrows symbolize the path of audio
signals, small blue boxes the sound processing stages
and green shows major dependencies and influences
of the mixing engineer. The upper large gray box de-
scribes all the system independent steps, the lower one
all steps performed on the actual systems.

2.2.1 System Independent

The majority of the mixing process involving sound
processing is system independent and was performed
on a reference system. The listening test does not con-
tain the reference system. This consists of a Stereo
setup in a control room with studio loudspeakers in-
cluding a subwoofer and is well known by the mixing
engineer.

The mixing steps performed on the reference system in-
clude level adjustments, equalizing, and dynamic range
compression. After listening to the source material
individually, a basic level matching is applied. Equal-
izers are establishing a certain tonal balance and are
also separating individual instruments. Since acoustic
instruments and especially the human singing voice
can drastically change their volume, the next step ma-
nipulates the signal’s dynamic range. Dynamic range
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Fig. 3: Block diagram illustrating the basic multi system sound mixing procedure, from the source material to the
finished output. Red corresponds to audio signals, blue to sound processing stages and green shows major
dependencies.

compression is widely used in nowadays mixing and
is therefore necessary to create the requested modern
sound appearance. The green lines in Fig. 3 illustrate
that each step affects previous decisions. For example,
boosting high frequencies with an equalizer may lead
to the demand of reducing the corresponding signal
level. Compression obviously influences volume, but
also alters the tonal character often. Proper adjustments
on these first block layers result in a good overall bal-
ance, independent of the playback system. At this stage,
the Digital Audio Workstation (DAW) project contains
all non-spatial processing and specifies the fundamen-
tal sound character of each song. Finally, the created
basic project enters an environment for instantaneous
switching between the examined systems.

2.2.2 System Dependent

The final system dependent processing includes posi-
tioning, reverb/delay, and special effects. All system
dependent processing is guided by an underlaying joint
concept and is only adapted to the requirements of
each system, avoiding fundamentally different results.

Those adaptations, especially the positioning of the sin-
gle objects in the music scene, followed a conservative
handling, which implies avoiding extreme and rather
unconventional settings as well as omitting moving
sources. Hence, all main components of a song are
positioned in the frontal scene. Lead vocal, snare drum
and bass are always positioned in the center. Since
further positioning is mainly driven by the available
capabilities of each individual system, especially their
spatial performance, elements that likely create envel-
opment are allocated to all directions. In particular,
reverbs and delays should exhaust and thereby demon-
strate the spatial capabilities.

All special processing, such as modulation based ef-
fects, are made as similar as possible between the sys-
tems. The final automation and correction/checking
stage is again valid for all systems and therefore per-
formed after the switching. The validation affects every
stage. Note, that this stage closes a circle, which corre-
sponds to the time-consuming mixing procedure.

Whenever certain processing is only applicable to
stereophonic tracks in an adequate manner, these two
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channels can be integrated in WFS by routing them to
two corresponding virtual sources in the object based
environment [11]. This technique based on virtual pan-
ning spots allows especially bus-compression or delay
unit outputs to be integrated. Thus the combination or
fusion of those two unequal methods, stereophony and
sound field synthesis, can produce suitable results.

As the listeners are advised to rate the system they
preferred in the test, it is required to guarantee equal
loudness between the different systems at the listening
position. This is important as preference ratings can
easily be dominated by differences in loudness [12].
The loudness is adjusted between the systems by means
of dummy-head recordings at the listener position. One
system represents a reference and the other two systems
are measured around the level of the reference system.
For all recordings, the Zwicker and Fastl [13] model
for temporally variable sounds estimates loudness and
allowed for an accurate adjustment of the different
systems. The model is available as part of the Loudness
Toolbox for Matlab [14].

2.3 Participants

24 test listeners, including both man and woman, par-
ticipated the test. Subjects were between 18 and 40
years old. There was no special selection regarding
expertise. All listeners were financially compensated
for their effort.

2.4 Procedure

In a paired comparison test the listeners rated their
preferred listening experience, while switching instan-
taneously between the different systems with the as-
sociated mix. The attenders rated all six tracks on all
systems in a randomized sequence, one track at a time.
The participants received written instructions explain-
ing their tasks. They were allowed to ask the examiner
further questions at any time. The experiment started
with a short training piece, which contained a looped
4 s song intro phrase of ’Track D’. During this train-
ing phase, the test conductor explained the GUI. By
clicking on either button ’A’ or ’B’, the participants
could switch between the stimuli as often as they like.
After 45 s they were allowed to choose their preferred
condition, a confirmation started the next pair of stim-
uli. The generated pop music mixes were presented
in a randomized order and each playback system was
rated with all six tracks. The switched conditions were

Stereo, Surround and WFS, which got randomly as-
signed to the buttons ’A’ and ’B’, but not one system
to both. The whole procedure lasted under 30 minutes
in total.

2.5 Bradley-Terry-Luce Model

The Bradley-Terry-Luce model allows to create a con-
tinuous ranking of considered stimuli from paired com-
parison choices [15]. It can be shown that the Bradley-
Terry-Luce model is a special case of the elimination
by aspects models implemented by Wickelmaier and
Schmid [16].

Besides estimating the systems’ ability values, the
model allows to determine corresponding 95% con-
fidence intervals. Those ratio utility scale values sum
to unity. For further details, the overall performances
of the systems are split and analyzed for each track
separately.

Feeding equation (1) with the ascertained ability val-
ues u(x) from the estimated utility scale calculates the
probability of choosing x from a set of Ψ alternatives
[16].

P(x,Ψ) =
u(x)

∑y∈Ψ u(y)
(1)

3 Results

Table 1: Absolute frequency table of preferred repro-
duction systems in the paired comparison test
as rated by 24 listeners for six different music
mixes.

Systems
Winner

Stereo Surround WFS

Stereo vs. Surround 51 93 –

Stereo vs. WFS 48 – 96

Surround vs. WFS – 64 80

For the described listening test, Table 1 shows the ab-
solute frequencies of all observations. Each row rep-
resents one pair of competing systems, the respective
columns present the frequency of the listeners’ prefer-
ence. Listeners preferred Stereo the less, while against
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Fig. 4: Results of the paired comparison listening test regarding reproduction system preference. Analyzed with a
Bradley-Terry-Luce model. The dots mark the generated, unity summing system abilities u(x), estimating
the ability of each system to be preferred. The bars denote the corresponding 95% confidence intervals.

WFS lesser than against Surround. In this absolute
perspective, WFS also beats Surround, but less conspic-
uously than against Stereo.

While consulting the frequency table, a first tendency
becomes apparent. The ratio between the systems is
better provided by the Bradley-Terry-Luce model.

The applied Bradley-Terry-Luce model passed the test,
whether it fits the data and satisfies basic require-
ments. This means the p-value of the correspond-
ing χ2 distributions never drops below 10%, there-
fore the model is not rejected [16]. The stimuli are
furthermore acceptably distinguishable, which corre-
sponds to the low number of 21 measured circular triads
(Stereo>Surround>WFS>Stereo) over all 144 measure-
ments.

Figure 4 presents the calculated results, for the over-
all system performances in 4a and separated for each
track presented on each system in 4b. The dots mark
the calculated abilities with their 95% confidence in-
terval bars. Figure 4a highlights that Stereo is inferior
to the higher channel systems. The distance between
Surround and WFS is remarkably smaller. Figure 4b

indicates that for ’Track A’, the systems perform more
similar than for the other tracks, with the largest devi-
ations for ’Track C’. During the bridge part of ’Track
B’, WFS is no longer preferred and rated similar to
Surround. Nevertheless, only in one out of six cases,
the WFS ranking is lower than the Surround ranking.

4 Discussion

This section first discusses the observed system differ-
ences that became obvious during the mixing process.
It also shows the contrasting shades of stereophony
and WFS and the high dependency on the presented
content. The listening test underlines the superior WFS
performance.

4.1 Observed System Differences – Engineers
View

The spaciousness increases with the number of speak-
ers involved. The step from Stereo up to Surround is
much stronger than from Surround up to WFS. Still,
the performance of Stereo is remarkable when listening
in the sweet-spot. With a decent mix, it creates a fairly

AES 140th Convention, Paris, France, 2016 June 4–7
Page 6 of 8



Hold, Wierstorf, Raake Difference Between Stereophony and Wave Field Synthesis

good sense of immersion, though the actual sound only
comes from the frontal plane. Regarding spatial per-
formance, the possibilities differ due to the underlying
reproduction concepts. Phantom sources outside the
frontal sound stage are unstable and should be avoided
for sharp localization [17, 4.2], but WFS allows stable
positioning of virtual sound sources in the whole listen-
ing area. Localization in general is much more stable
outside the sweet-spot in WFS, which corresponds to
the results of previous listening tests, e.g. [5].

An aspect that emerges more during the mixing process
is the way the individual sound sources interact with
each other. Current sound engineering often wants to
achieve a dense sound, meaning all the individual in-
struments should glue together and form a uniform ap-
pearance. This shall indeed not result in unsatisfactory
separation, in particular the lead vocals must always
be apparent and clear. The object oriented approach of
WFS, with ideally one virtual source per instrument,
produces a high separation between those. This pure
point source representation is not always desired [11]
and complicates the interlocking. Both stereophonic
systems behave differently on this point, in a direct
comparison the individual tracks seem per se less sepa-
rated and the sound stage less transparent. Additionally,
many mixing techniques and processing tools that pro-
duce these more glued sound, such as bus-compression,
are developed for Stereo. Hence, it is harder to achieve
separation in stereophony and it is harder to achieve
interaction in WFS contrastingly, even though virtual
panning spots provide a suited compound of both.

Spatial aliasing of WFS introduces spectral and tempo-
ral artifacts which have to be minded during the produc-
tion process. It differs from the expected sonic quality
and tone of stereophonic systems. As shown in Wier-
storf et al. [6], it is likely to experience high frequency
alteration and also increasing energy at higher frequen-
cies. Since tone shaping is part of the mixing process
(compare figure 3, EQ), the result played out in WFS
may differ from stereophony. Micro dynamics, the
dynamics within one single stroke of one instrument,
and especially transients behave more critical in WFS,
due to temporal smearing. Since this temporal smear-
ing is particularly pronounced for focused sources [7],
positioning of percussive material as focused sources
should be avoided.

4.2 Listening Test

The previously described reproduction properties and
benefits are experienced at the production side by the
sound engineer. The listening test investigated the expe-
rience of naive listeners. The outcome of the listening
test shows that Stereo is inferior to the higher channel
systems, which corresponds to previous results [2]. Re-
garding the system ranking and overall performance,
Surround and WFS most likely benefit from their bet-
ter spatial performance. WFS affirms the assumed
superiority. It is conspicuous that the preferred sys-
tems change clearly with the presented music content.
Most likely different content yields different shades
of the systems. The high density of the created com-
plex sound scenes creates many opportunities to pay
attention to a variety of details. After the mixing stage
remaining, often subtle, WFS Artifacts are not always
realized by naive listeners. Certainly it can be assumed
that not every mix pleased every lister and sometimes
too much spaciousness seems counterproductive. It is
not clear yet, which exact attributes trigger the decision.

5 Summary

During the comparison preparation of the contrast-
ing reproduction systems Stereo, Surround and WFS,
the demand for proper sound mixes emerged in or-
der to compare these systems meaningful. Creating
those complex popular music sound scenes for a scien-
tific comparison means to achieve a balance between
demonstrating the maximally available performance of
each system and still maintain comparability. A work-
flow draft for multi system mixing and its basic compo-
nents are exposed, just as some experienced limitations.
Nevertheless, it has been shown that the adherent arti-
facts of WFS can be handled and turned out to be less
disturbing than expected. The major influence of ob-
served sound quality is still based on the sound mixing
skills and WFS is a suitable reproduction system for
pop music content.

The results highlight that WFS with proper adjusted
mixes can enrich the listener experience in popular mu-
sic compared to stereophony, although the full potential
of music production and mixing for WFS, for exam-
ple in terms of dynamic spatial effects, were not even
included in the test. Previously described artifacts of
WFS were identified during the mixing process, but
affected the overall results less than expected.
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