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Summary

The paper presents �rst results on audio-quality evaluation following the auditory-perception model-

ing paradigm of TWO!EARS, a FET-Open project funded under FP7 ICT by the European Commis-

sion (www.twoears.eu). The project targets an interactive system for binaural auditory perception,

including input from the visual modality. In its ultimate form, it will be based on an interactive robot

platform combining bottom-up cues from monaural and binaural signal processing with hypothesis-

driven top-down cognition, organized around an expert-system with black-board architecture. One of

the two proof-of-concept applications is that of audio-quality evaluation for loudspeaker-based repro-

duction. Here, targeted key innovations include a dedicated scene-based evaluation paradigm, active

exploration of sound �elds using head-movements and displacement, the combination of bottom-up

information with top-down feedback and adaptation, and the dedicated use of internal rather than

external references within the expert system. The paper presents research conducted in the course

of model development. Two �rst �ndings along these lines will be presented: (1) A listening test was

conducted to assess the localization performance of human listeners for several near-�eld compen-

sated higher-order Ambisonics setups. A binaural model was able to predict the perceived direction

with good accuracy. However, for some positions in the listening area, listeners reported to perceive

more than one auditory event. This result was not predicted by the binaural model, which instead

returned a single source direction. By endowing the binaural model with the ability of head rota-

tions, it could be expanded so as to more accurately predict whether the listener perceived one or

more sources, and from which direction. (2) A �rst pilot test has been conducted to address the

scene-based test-paradigm targeted by TWO!EARS. Here, a scene with two guitars and one singer

playing a musical piece was reproduced via di�erent Wave Field Synthesis systems so as to selectively

degrade one or multiple of the three sources. The di�erent conditions were assessed in a paired com-

parison preference test, indicating, among other �ndings, that the reference scene was clearly not the

preferred one. The paper summarizes the results and provides an outlook on future developments on

sound quality modeling in the TWO!EARS project.

PACS no. 43.66.Ba, 43.60.Sx

1. Introduction

In [1] we have introduced a novel sound quality
model framework. It represents the sound quality as-
sessment application of the multi-modal perception
model currently developed in the project TWO!EARS
(www.twoears.eu). The TWO!EARS model targets
the integrative modelling of the bottom-up auditory
signal processing, human cognition and top-down pro-
cessing, including aspects of audiovisual interaction.

(c) European Acoustics Association

The system is centered around a blackboard-structure
that is built on a graphical model architecture [2, 3].

When audio signals are played back via loudspeak-
ers or headphones, di�erent elements of the end-to-
end chain from creation to presentation may impact
the sound quality perceived by listeners. Innovation
of the past years has addressed all of these parts, for
example in terms of new multi-microphone recording
and processing approaches, new multichannel repre-
sentation and coding techniques [4, 5, 6], and espe-
cially sound �eld reproduction systems that enable
the presentation of spatial audio [7]. The ultimate
users of such audio systems are listeners. Hence, for
all elements of the audio production, delivery and pre-

www.twoears.eu
www.twoears.eu
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sentation chain, the primary performance-criterion for
the technical system design is the quality the listener
perceives.

Obviously, like all perceptual events, quality `hap-
pens' in the brain of the listener [8]. In this context,
two aspects of quality perception can be considered:
When perceived quality directly addresses the acous-
tic scene in terms of the technical system, this mani-
festation of quality has been coined as quality (based
on experiencing) [9]. Here, the person is aware of the
technical system and assesses it directly, for exam-
ple when a person evaluates di�erent audio systems
in a store that she/he considers to purchase, or when
she/he is a test participant in an audio quality listen-
ing test.

When the auditory listening experience at large is
evaluated, this can be referred to as quality of expe-
rience, which has been de�ned as (see [9], extending
[10]):

Quality of Experience (QoE) is the degree of de-
light or annoyance of a person whose experienc-
ing involves an application, service, or system. It
results from the person's evaluation of the ful�ll-
ment of his or her expectations and needs with
respect to the utility and / or enjoyment in the
light of the person's context, personality and cur-
rent state.

It is noted that in this case the listener (person) does
not necessarily need to be aware of how the underly-
ing technology in�uences the listening experience. It
is obvious that real QoE according to this de�nition
is hard to assess, and in practice, most research la-
beled as QoE-research is rather concerned with qual-
ity assessment based on experiencing. The same holds
for the present paper, where the participants of the
underlying tests are aware that they are assessing a
technical system. In the following, we will refer to this
type of quality assessment in terms of sound quality.
For an overview of sound quality evaluation see, for
example, Bech and Zacharov [11].

In this paper, we present the results of two pilot ex-
periments to underline the usefulness of the proposed
model paradigm:

1. Based on data from a localisation test described in
[12], it is shown that head-movements implemented
in a binaural model (modi�ed from [13]) may im-
prove the localisation predictions and bring it closer
to the localisation data obtained from human lis-
teners.

2. In a paired-comparison preference test, a musical
piece with three sound sources (two guitars and
a singer) reproduced over di�erent audio repro-
duction systems was assessed. Here, it was shown
that the source �le, as it is normally used for ref-
erence in sound quality tests, was not the pre-
ferred choice. Instead, certain degradations of spe-
ci�c sources were found to be preferred by the test
listeners. This study highlights the usefulness of the

scene-speci�c paradigm. Moreover, the paper in-
forms about the usefulness of alternative test meth-
ods that enable a holistic sound quality evaluation.
The paper is structured as follows: Sec. 2 provides

an overview of sound quality research, Sec. 3 summa-
rizes considerations on sound quality assessment rele-
vant for the two experiments presented in In Sec. 4.
Sec. 6 provides conclusions and an outlook to next
steps in TWO!EARS research.

2. Sound quality assessment

The key aspect in sound quality evaluation of spa-
tial audio is the fact that humans perceive acoustic
scenes based on an auditory scene analysis. Based on
the learned world-knowledge, the listener associates
the aural character of individual objects and/or the
scene with internal references. It is noteworthy that
these references may correspond to �xed schemata,
as in the case of the telephone or stereo reproduction:
Here, prior listening experience has lead to internal
references of their own kind, see Jekosch [8]. Now,
when the sound quality of a reproduction system is
assessed in terms of a comparison of perceived fea-
tures with regard to desired features, an unanswered
research-question is what kind of internal reference is
being used by the listener [8, 14]?

2.1. Sound quality dimensions & assessment

For the systems addressed in this paper, namely
multi-channel loudspeaker sound �eld synthesis,
headphone-based binaural synthesis or stereophonic
systems, quality is determined primarily by timbral
and spatial features, and by spectro-temporal arti-
facts [15, 16, 17, 18, 19, 7]. For stereophonic sound
reproduction evaluation targeting 5.1 systems and us-
ing a scene-based paradigm [15], Rumsey et al. found
quality to be determined by timbral and spatial �-
delity, which explained 70% vs. 30% of the qual-
ity variance, respectively [17]. Extensive spatial �-
delity assessment has been conducted, for example
in [16, 17, 18, 19, 7]. The timbre related with dif-
ferent WFS systems has been studied in Wierstorf
et al. [20]. Artifacts may, for example, be introduced
by spatial aliasing as it occurs in practically real-
ized multichannel-audio presentation [21]. It should
be noted, that added artifacts may lead to additional
auditory streams processed separately from the un-
derlying scene [22].
Often times, explicit reference stimuli are used in

quality tests, for example in the tests typically con-
ducted for audio coding quality evaluation. Known
methods of this type are MUSHRA (MUltiple Stimuli
with Hidden Reference and Anchor, [23]) and BS.1116
[24]. Here, MUSHRA targets intermediate quality dif-
ferences, and BS.1116 small di�erences between for
example audio coding algorithms. For sound qual-
ity tests addressing a wide range of quality levels,
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single-stimulus methods such as the 5- or 9-point ab-
solute category rating (ACR) tests are typically used
[25, 26]. Here, speci�c stimuli are often presented as
hidden references that are not identi�ed as such to
the test participants.

2.2. Instrumental methods for sound quality

assessment

In many cases, auditory quality tests with subjects are
too time-consuming to be carried out, or the system
to be tested still is in the design phase and hence not
fully implemented. Here, instrumental methods are of-
ten used instead. Two fundamental types of methods
can be distinguished:

1. Algorithms or metrics that are based on physical
properties of the signal or sound �eld, which may
be put into relation with perceptual attributes or
ratings.

2. Algorithms that implement speci�c parts of the
auditory signal processing, possibly including
cognition-type mapping to quality dimensions or
overall quality.

An examples of a type-(1) measure for the case of
sound �eld synthesis addresses the deviation of the
reproduced sound �eld from the desired one. An ex-
ample for room acoustics evaluation metrics are re-
verberation decay times.

Although such measures enable a direct relation
with the physical properties of the system, they do not
capture the actual perception by listeners. Here, the
explicit modeling of human signal processing in terms
of type (2) and respective mapping to quality rat-
ings resulting from listening tests provide a more valid
quality evaluation. Di�erent elaborate approaches of
this type have been developed in the past years, and
have been standardized in bodies such as the Inter-
national Telecommunication Union. Examples include
PESQ [27] and POLQA [28, 29] for speech transmis-
sion systems, and PEAQ [22] for audio coding evalua-
tion. These so-called signal-based, full-reference mod-
els estimate quality comparing the processed audio
signal with an unprocessed reference.

For instrumental sound reproduction assessment,
�rst models have mainly been based on the framework
of spatial and timbral �delity (e.g., [17]). To this aim,
underlying technical or physical characteristics of the
acoustic scene are mapped to low-level attributes or
perceptive constructs. For example in QESTRAL [30],
spatial �delity is predicted from perceptually relevant
cues such as inter-aural time and level di�erences.
Some approaches have been proposed for timbral �-
delity prediction: [31] describe a model for coloration
prediction of bandpass-�ltered speech and audio. An-
other coloration-prediction model for room acoustics
is presented in [32].

Full-reference models for audio reproduction are
currently developed by ITU-R SG6 [33], and di�erent

algorithms have recently been described in the litera-
ture [34, 35]. As for coding-related FR-models, to de-
rive a quality estimation, the processed and reference
signals are �rst analysed in terms of model output
variables (MOVs), for example by models of the au-
ditory periphery, re�ecting certain aspects of human
auditory bottom-up processing. In a subsequent step,
aspects of human cognition are applied, for example
targeting a relevance-weighting of di�erent MOVs (see
[22, 34, 35] for examples).
The current quality models have di�erent limita-

tions (see [1] for more details): Explicit references are
typically used, and internal references are considered
only partially (e.g. [29, 35, 34]), the scene-based ap-
proach taken by some few models is rather rudimen-
tary (foreground/background considerations in [30],
some implicit aspects in [22, 35]), active exploration
is currently unavailable in models, and the periph-
eral models currently used may be complemented by
further features, and speci�cally be enhanced by top-
down feedback [2].
We attempt to address these aspects with the

TWO!EARS sound quality model. The general mod-
eling paradigm has been outlined in [1]. It is based
on a comprehensive model of interactive listening and
auditory-scene analysis [36, 2]. The modular architec-
ture of the model targets to functionally replicate hu-
man hearing and relevant aspects of cognition. The
targeted sound-quality model has the following partic-
ular properties (adopted from [1]; the aspects partially
addressed in this paper are marked with arrows):

V Learned internal references rather than explicit ref-
erence signals, in principle enabling a no-reference
sound quality model, or functionally adequate
reference-adaptation for the case of full-reference
model implementations.

V Scene-based quality assessment: Identi�cation of
scene and source types and respective adjustment
of low-level processing as well as adjustment of the
selected internal reference in the light of the given
evaluation task (for example room-acoustics- vs.
sound-source-quality, di�erent usage scenarios for
the evaluated room, etc.).

• Explicit implementation of attentional processes
based on the scene- and object-oriented paradigm.

• Integration with visual information, for example in
terms of speci�c features of the scene.

• Active exploration.
� . . . targeting a speci�c analysis of certain low-

level features exploited during interactive qual-
ity evaluation (for example, based on behav-
ioral patterns of experts that evaluate acoustic
scenes).

V . . . enabling the exploration of the scene, for ex-
ample to identify the sweet-spot of a given sound
reproduction system in a perceptual way. This
is complementary to the experimental work de-
scribed, for example, in [37].
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• At �rst, sound quality evaluation will be addressed
in terms of the de�nition given above. By import-
ing knowledge from running research into immer-
sion, emotional expression and listening experience
as a function of di�erent media representation ap-
proaches (e.g. [38, 39]), attempts will be made to
extend the paradigm from sound quality to actual
QoE modelling.

3. Methodological aspects addressed

in this paper

In this section, di�erent considerations regarding
sound quality assessment relevant to the design of the
two pilot studies are summarized.

3.1. Interactive localisation prediction

The majority of tests conducted for sound quality
evaluation of loudspeaker-based sound �eld synthe-
sis follows the �spatial and timbral �delity� paradigm
outlined above [30]. In cases of real-life usage, there
mostly is no explicit �original�, and judgments of qual-
ity result from a comparison of the perceived charac-
ter of the scene with internal instead of explicit exter-
nal references. Real-life audio stimuli listened to by
users of audio systems have typically been generated
in the course of a creative process involving musicians
or speakers, or other types of audio generation, sub-
sequent recording and signal processing, as well as
audio reproduction. Here, listening habits determine
the world-knowledge of the listener and the respective
internal references applied during quality evaluation
[9, 39]. These considerations limit the usefulness of
the ��delity� paradigms previously adopted in sound
quality research for stereophonic audio reproduction.

Our work in TWO!EARS will ultimately target
evaluations in relation to internal rather than ex-
ternal explicit references. It is undisputed, however,
that sound quality of spatial audio reproduction is
of multidimensional nature, and that two key com-
pounds of quality dimensions are that of timbre or
coloration, and that of the spatial character of the
delivered scene. Besides sound quality evaluation, an-
other application scenario addressed by TWO!EARS
is that of interactive auditory scene analysis, for ex-
ample in a search-and-rescue context. Here, localisa-
tion of sound sources is a key-functionality. A �rst
implementation of the interactive model based on a
blackboard system built using a Bayesian graphical
model architecture has been applied to interactive lo-
calisation in [3], showing that head-movements can
signi�cantly improve localisation performance.

From our previous work on sound �eld synthesis
evaluation, there is a large body of localisation test
data from human listeners available [40, 12]. In that
work, the human localisation data has also been com-
pared to predictions from binaural models such as the

Dietz model [13]. Now, it is a straight-forward ap-
proach to extend the modeling paradigm by consid-
ering active exploration by the binaural model, and
investigate whether the predictions get closer to the
ones obtained from listeners in the localisation tests.
This approach represents the �rst pilot test on the
TWO!EARS sound quality evaluation paradigm.

3.2. Scene-related sound quality test

The speci�c question addressed with this second ex-
periment is that of a scene-speci�c evaluation: Does
sound quality depend on which of three di�erent
sources in a given scene are degraded by speci�c pro-
cessing? Details about the test set-up are outlined in
Sec. 4.

Instead of tests with an explicit reference, single-
stimulus tests such as Absolute Category Rating with,
for example, a 5-point scale are often used [25, 26].
Such tests are assumed to better focus the partici-
pants' evaluation criteria on a comparison with inter-
nal rather than external, explicit references. In prac-
tice, however, this test paradigm has other limita-
tions. The biggest limitation is that smaller quality-
di�erences cannot easily be assessed with this method,
without the requirement for a large number of test
participants. Obviously, the con�dence of ratings is
less high than with tests speci�cally designed for in-
termediate or small degradations, such as MUSHRA
[23] and BS.1116 [24] (see e.g. [41]). In addition, the
choice of stimuli may guide the listeners' attention to
speci�c artifacts or perceptual dimensions, re�ected
in a certain bias of the rating results [42].

Another concern is related with the criteria based
on which quality is being evaluated: Research from
the domain of image and video quality assessment
indicates that single-stimulus tests targeting qual-
ity ratings may lead to unexpected results, due
to speci�c quality-evaluation criteria used by the
test participants, which are not related with an
over-representation of certain degradation types, but
rather with the notion of �signal clarity�, as explained
in the following [43]: When stereoscopic 3D and 2D
video sequences are assessed in the same test, for ex-
ample using an ACR-type paradigm, test viewers of-
ten rate 2D sequences higher than 3D sequences, even
if the coding bitrate and resolution imply high qual-
ity in both cases. This e�ect is assumed to be due
to quality being rated in terms of �pictorial quality�
or signal clarity, where 2D images or videos may ap-
pear to be superior for current 3D imaging technology.
However, the actual advantage of 3D, namely to pro-
vide binocular depth information, is not considered
by the test participants in this type of ratings. Similar
observations were made for 2D-videos of di�erent res-
olutions, either scaled or unscaled to the target (equal
or higher) resolution of the test screen: In an ACR-
test, the non-scaled sequences were typically rated
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highest � obviously again in terms of pictorial qual-
ity. In practice, however, down to certain lower-bound
resolutions, users of video streaming services such as
Youtube typically scale the video to full-screen.
To circumvent these methodological problems, im-

age and video quality research has re-adopted the ap-
proach of paired-comparison (PC) preference tests in
recent years (e.g. [44, 45, 46, 43]). This way, other cri-
teria than pictorial quality are considered in the more
holistic evaluation as well, without however providing
dedicated references. This may appear surprising at
�rst, but becomes more clear when the actual task for
the test-participants is re-considered: In ACR-tests
or so-called SAMVIQ-tests (�Subjective Assessment
Methodology for Video Quality�, the video-equivalent
to MUSHRA [47]), the assessment task explicitly ad-
dresses the overall quality for a given condition, ei-
ther rated in an �absolute� manner (ACR), or in com-
parison to the reference (SAMVIQ). The underlying
quality-concept in the mind of the viewers is that
of �goodness� or �excellence� in terms of, as stated
above, pictorial quality, since this is the most appar-
ent �quality� dimension. In contrast, paired compari-
son preference tests provide a more holistic evaluation
task, where the simple task lies in answering which of
two stimuli is the preferred one. Respective results
from 3D-image and -video and 2D-video quality re-
search clearly prove this aspect, and for example 2D
sequences are not at all generally �preferred� over 3D-
sequences, for example [43].
Using methods such as the Thurstone-Mosteller or

Bradley-Terry models enables the transformation of
the PC-data to a continuous quality scale (e.g. [44]).
It is obvious that full paired comparisons for a set of
N stimuli with N ·(N−1) comparisons, or if the stim-
ulus order is excluded N · (N − 1)/2 comparisons, re-
duces the number of test stimuli that can be assessed
with meaningful e�ort. Here, however, alternative test
designs are available that lead to quite e�cient tests
(e.g. [48]).
Similar considerations apply to the case of spatial-

sound quality assessment. Here, too, neither ACR-
type tests nor tests with explicit references appear
to be meaningful approaches. In a comparable way as
for image and video tests, the choice of test conditions
and speci�c focus on dedicated features may yield a
bias of the results. As a consequence, in the present
paper, a paired-comparison paradigm is adopted for
sound quality evaluation tests. The details of the re-
spective test-set-up of Experiment 2 on object-speci�c
sound quality evaluation are described below in Sec. 4.

4. Experiment 1: Localization in Am-

bisonics

The localization of a synthesized point source was
investigated for near-�eld compensated higher-order
Ambisonics at 16 di�erent listening positions. Three
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Figure 1. Localization of a synthesized point source in
Ambisonics. The top row presents the results from the
listening test as mean values over listeners. The bottom
row presents predictions of the perceived direction by the
binaural model. An arrow is positioned at every applied
listening position and points towards the perceived direc-
tion of the synthesized source. The color of the arrows in-
dicates the deviation from the desired direction. The more
the arrow tends to red, the larger the deviation. Black dots
indicate the position of the loudspeakers.

di�erent circular loudspeaker arrays each having a
diameter of 3m, but with varying numbers of loud-
speakers were applied. The distance between the loud-
speakers was 17 cm, 34 cm, and 67 cm. The setup and
listening positions are given together with the results
in Fig. 1.
White noise pulses were synthesized as a point

source located at (0, 2.5)m. The task for the listen-
ers was to look into the direction from which they
perceive the noise, and press a key once their head
is correctly oriented. A laser pointer mounted on
their heads gave them feedback about their head-
orientation. After the key press the next condition
started immediately. In the case the listeners perceive
more than one source, they were advised to look into
the direction of the more pronounced source.
In order to enable a reproducible switching between

di�erent loudspeaker arrays and listener positions,
the experiment was performed with dynamic binau-
ral synthesis, employing non-individual head-related
transfer functions and headphones. The transparency
of that method was investigated in more detail in
Wierstorf et al. [49].
Twelve listeners participated in the localisation ex-

periment. The top row of Figure 1 summarizes the test
results. At every listening position, an arrow indicates
the perceived direction of the noise pulse, and its color
indicates the deviation from the desired direction. The
more the color of the arrow tends to red, the larger
is the deviation. Here, optimal localisation is assumed
for the targeted direction of the point source. At the
right side of every row of listening positions, the value
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Figure 2. Distribution of localization results shared for all
listeners and repetitions per listener for a listener position
that yielded more than one perceived position.

of the mean absolute deviation of the perceived direc-
tion from the desired one is indicated, averaging over
all listening positions included in that row.
At some of the listening positions, the listeners per-

ceived more than one source. This was examined by
analyzing the pooled data for all listeners and the �ve
repetitions for every listener and position. The distri-
bution of the directions for a listening position that
yielded a perception of two sources is shown in Fig. 2.
A perception of two sources only occurred for listen-
ing positions to the side of the loudspeaker array and
the array with the lowest number of loudspeakers.
In order to model the localization results, a model

after Dietz et al. [13] was modi�ed. It is described in
detail in Wierstorf et al. [40] and was shown there
to predict localization data for Wave Field Synthe-
sis with high accuracy. The challenging task in the
present paper was to include a prediction for cases of
more than one perceived source. The repetitions for
a single listener were simulated by applying di�erent
noise sources. With this con�guration, the model only
showed a single distribution for all listening positions.
In a next, step the model was modi�ed so as to turn
its head in steps from 0◦ to 11◦, calculating a locali-
sation prediction for the �ve di�erent noise instances
and for all virtual model-head orientations. In this
case, the model shows two distributions at some of
the listening positions. Figure 1 highlights those po-
sitions, indicated by two arrows at one given position
that point to di�erent directions.

4.1. Discussion

Obviously, when enabling the model to carry out head
movements, the localisation results get closer to the
ones obtained with human listeners in localisation
tests. However, it must be noted that the model still
is not perfectly accurate in predicting human locali-
sation performance. Still, it is able to identify loud-

speaker con�gurations where human listeners heard
two instead of one sound source. The exact directions
of these two perceived sources cannot yet be accu-
rately predicted by the model. Also, not all positions
at which listeners perceived two sources can be iden-
ti�ed with the model.
Moreover, so far the implemented head movements

do not correspond to those obtained from listeners
(see e.g. [37]). Replicating the head movements by
the test participants during the tests is a topic of fu-
ture research. This is easily possible for a large set of
the collected localisation data, since head movements
have been recorded using an accurate head-tracking
system (Polhemus Fastrak).
Another direction for further research consists in

the replacement of the binaural model used in ex-
periment 1 by the currently developed TWO!EARS
model. One goal here is to further improve the func-
tional agreement between the model and human audi-
tory localisation not only for every-day auditory scene
analysis, but also for the case of loudspeaker repro-
duction. For example, while the model employed in
this research needed the head movements to iden-
tify critical ambisonics conditions with two perceived
sources, human listeners are likely to perceive two
sources even without any head-movements. Here, the
rich set of bottom-up features currently implemented
in TWO!EARS appear to be a promising path towards
replicating human-like localisation performance also
for the challenging case of spatial audio reproduction.

5. Experiment 2: Scene-based Quality

The perceived quality was investigated using a
scene-based paradigm. An excerpt from a mu-
sic piece consisting of two guitars and a vocal
was arranged as a spatial audio scene. The ex-
cerpt was taken from the Blues A piece, which
was recorded at the FH Köln [50] and is avail-
able at http://www.audiogroup.web.fh-koeln.de/
anechoic.html. The guitars were placed to the side of
the listener, and the vocals to the front of the listener.
For the �ideal reference condition�, the three sources
were placed at the corresponding positions indicated
in Fig. 3 via head-related transfer functions. In addi-
tion, the sources were degraded independently of each
other via synthesizing them as focused sources with
Wave Field Synthesis, using di�erent loudspeaker se-
tups. The synthesis of focused sources can lead to
di�erent impairments of the sound like changes in
timbre, its location, or the addition of click-like ar-
tifacts [21]. The amount of degradation of a focused
source is highly dependent on the position of the lis-
tener and the position of the focused source itself. To
achieve a similar amount of degradation for the guitar
positions and the vocal position, di�erent loudspeaker
arrays were applied in both cases, using a linear loud-
speaker array for the guitars, and a circular one for

http://www.audiogroup.web.fh-koeln.de/anechoic.html
http://www.audiogroup.web.fh-koeln.de/anechoic.html
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(-3,0)m

guitar1

Figure 3. Setup of the quality test.

Figure 4. Conditions and quality-rank-order of the scene
quality test. Dark and light red represent the two di�erent
degradations applied to the guitars, blue represents the
degradation of the vocals, and grey indicates the case of
no degradation. Condition 8 corresponds to the reference
condition.

the vocal. The loudspeaker arrays were simulated by
the same binaural synthesis method as applied in the
localization experiment, but excluding the dynamic
part of switching head-related transfer functions dur-
ing head movements of the listener. Details of the
applied Wave Field Synthesis con�gurations are de-
scribed in Dierkes [51]. For the guitars, two di�erent
array lengths were applied leading to two di�erent
types of degradations for these signals. For the listen-
ing test, 10 di�erent conditions1 were assembled from
the di�erent possibilities of combinations. Figure 4 il-
lustrates the chosen conditions.
The choices made for the scene generation obviously

do not represent ecologically valid settings, where all
degradations stem from the same set-up. This limi-
tation was acceptable for the conducted pilot experi-
ment, since the goal was to investigate whether degra-
dations of di�erent objects in a scene lead to di�erent
levels of sound quality.
The task for the listeners was to indicate, in a com-

plete paired comparison test, which of the two pre-
sented stimuli was the preferred one in terms of the
perceived quality. Twelve listeners participated in the
test.
For the analysis of the paired-comparison data, the

preference choices of all participants were accumu-
lated in a matrix, to then be transformed to a contin-
uous scale using the Bradley-Terry-model [52, 44]. To
this aim, a MATLAB implementation of the model

1 The stimuli are avialable for listening at https:

//github.com/TWOEARS/papers/tree/master/raake2014_

forum_acusticum

Figure 5. Conditions and ranking of the scene quality test.
The paired comparison matrix has been transformed to a
continuous Bradley-Terry score. High scores correspond to
high quality and vice-versa. See text for details.

was used adopting the calculations previously applied
in [48, 43], using the generalized method for model
con�dence interval calculation proposed by [53].

Here, each entry nij at position i, j indicates the
number of times condition i has been preferred over
condition j. Considering that there are N test partic-
ipants, the respective ratio pij = nij/N is used as a
likelihood estimation of the probability Pij that con-
dition i is preferred over j. The Bradley-Terry-model
relates the preference probability Pij to the quality-
distance Dij between the two conditions i and j on a
ratio scale. Alternative more general models for PC-
data transformation have been proposed in [53].

Pij =
1
2

[
1 + tanh

(
Dij

2

)]
(1)

Dij = logPij − log (1− Pij) (2)

The resulting scores for the applied ten test condi-
tions illustrated in Fig. 4 are depicted in Fig. 5. The
con�dence intervals indicate the model con�dence for
the depicted scale value. On the depicted BT-scale,
high values indicate better, and low values indicate
worse quality.

5.1. Discussion

It is interesting to note that there are clear quality dif-
ferences between several conditions. The reference or
better source condition #8 clearly is not the preferred
one, indicated by the rather low BT-score. Especially
cases where the left guitar has been degraded by the
focused source settings have achieved the highest pref-
erence. Clearly the least preferred are the conditions
where the entire scene is rather strongly degraded,
and where just the voice is degraded (conditions #9
and #10). It is noteworthy that the reference appears

https://github.com/TWOEARS/papers/tree/master/raake2014_forum_acusticum
https://github.com/TWOEARS/papers/tree/master/raake2014_forum_acusticum
https://github.com/TWOEARS/papers/tree/master/raake2014_forum_acusticum
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to be the third-worst condition. Informal listening re-
veals a slightly low timbre for the guitars, which is in-
creased with the focused source processing. From the
test results and listening to the �les it is unclear why
condition #6 has been preferred over the reference,
too, while the condition with slightly more degraded
guitars (#9) or just the voice being degraded (#10)
appear to be the only conditions worse than the ref-
erence.
The general preference for the degraded guitars may

also stem from the fact that this type of instrument is
often used with certain e�ects in popular and rock mu-
sic, and hence may be preferred when being somewhat
distorted. Another interesting �nding is that distor-
tion of the left guitar has a more positive e�ect on
preference than distortions of the right guitar. These
di�erences between degradations of the left vs. right
guitar can be explained by the fact that the left is be-
ing plugged more often than the right one, and hence
the general advantage of the distortion on the guitar
become more audible.
The results point out that the use of an explicit ref-

erence may lead to biased results, or in other words,
that there may be clear cases where the reference con-
dition is not preferred over all the other test con-
ditions. Furthermore, experiment 2 clearly indicates
that degradations of di�erent objects in an acoustic
scene have a distinctly di�erent impact on perceived
quality. These �ndings highlight the adequacy of a
scene-based sound quality evaluation paradigm as it
is followed by TWO!EARS.

6. Conclusions

An overview of sound quality research has been pro-
vided in this paper, followed by the description of
two experiments into sound quality evaluation of mul-
tichannel loudspeaker reproduction. The research is
part of the TWO!EARS project, with its goal to de-
velop a modular test-bed for audio quality modelling.
With the two experiments, it was possible to under-
line the necessity to include active exploration in the
domain of sound quality assessment (localisation test,
experiment 1), and to address sound quality research
in terms of a scene-based assessment paradigm. First
results from a respective paired comparison preference
test were presented, where the reference condition was
perceived as the third worst from the ten test condi-
tion. This way, the disadvantages of both ACR-type
and MUSHRA-type tests as they were discussed in
this paper can be avoided.
Next steps in the sound quality model development

within TWO!EARS address a systematic collection
of bottom-up features further elucidating the quality-
impact due to di�erent spatial audio reproduction
con�gurations. Further, active exploration will be im-
plemented in a more realistic manner, taking head
movements by real listeners into consideration.

One of the primary problems related with sound
quality evaluation based on world knowledge is the
requirement to actually collect that world knowledge,
and to train the quality model with it. To this aim,
large sound quality test databases are required. As
opposed to the TWO!EARS application of auditory
scene analysis, where the general performance anal-
ysis of the model can partially be made against au-
tomatically labelled meta-information, sound quality
evaluation requires actual tests with listeners. To com-
plement the tests to be conducted in TWO!EARS, re-
searchers working on similar topics are asked to con-
tact the authors so as to consider collaboration with
the TWO!EARS project, for example by exchanging
test databases. As indicated earlier, the TWO!EARS
project targets open-source developments, so that
models or components from other laboratories can
easily be evaluated within the TWO!EARS frame-
work. This aspect is considered to be of particular
relevance to the �eld. Here, TWO!EARS follows the
spirit of open auditory model exchange �rst estab-
lished in the complementary AABBA project [54] and
the Auditory Modelling Toolbox developed therein
[55]. In TWO!EARS, substantial extensions are un-
derway, starting from a complete object-oriented
modeling approach, including a comprehensive soft-
ware architecture and addressing aspects such as top-
down feedback and cognitive integration of scene-
speci�c auditory features.
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