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Abstract

The Auditory Modelling Toolbox (AMToolbox) is a new Matlab / Octave toolbox for developing

and applying auditory perceptual models and in particular binaural models. The philosophy behind

the project is that the models should be implemented in a consistent manner, well documented

and user-friendly in order to allow students and researchers to actively work with current models

and further develop existing ones. In addition to providing the models, it is a goal of the project to

collect published human data and de�nitions of model experiments. This will simplify the veri�cation

of models by running the model experiments and comparing the predictions to human data. The

software is released under the GNU Public License (GPL) version 3, and can be downloaded from

http://amtoolbox.sourceforge.net.

PACS no. 43.64.Bt, 43.66.Ba

1. Introduction

An auditory model is a mathematical algorithm that
mimics a part of the human auditory system. There
are at least two main reasons why auditory processing
models are constructed: to represent the results from
a variety of experiments within one framework and
to explain the functioning of the system. Speci�cally,
processing models help generate hypotheses that can
be explicitly stated and quantitatively tested for com-
plex systems. The models can also help evaluate how
a de�cit in one or more components a�ects the over-
all operation of the system. Some of the models can
be useful for technical and clinical applications, such
as the improved human-machine communication by
employing auditory modelling based processing tech-
niques, or new processing strategies in digital hearing
aids and cochlear implants.
The development of auditory models has been ham-

pered by the complexity of the individual auditory
processing stages and their interactions. This resulted
in a multiplicity of auditory models described in
the literature. Models of auditory processing may
be roughly classi�ed into biophysical, physiological,
mathematical (or statistical) and perceptual models
depending on which aspects of processing are consid-
ered.
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The major goals of the AMToolbox project is to
simplify the development of new auditory models, and
to make it easier for students and researchers to en-
ter the �eld. This is possible because of the following
three virtues of the toolbox:
1. Accessibility: AMToolbox can be obtained under a

free software license, the GNU Public License ver-
sion 3. Is is free to download and use by anyone.

2. Consistency: All functions are written in the same
style, using the same name for key concepts and
conventions for conversion of physical units to num-
bers in Matlab.

3. Reproducibility: AMToolbox contains test scripts
and data functions to reproduce results (�gures and
tables) from selected papers. This provides valida-
tion of existing models and makes it easier to de-
velop new models.

These virtues of research and software development
are gaining traction (see for instance [1] about repro-
ducible research in signal processing).
AMToolbox is build on top of the Linear Time-

Frequency Analysis toolbox (LTFAT) [2], which pro-
vides a modern and stable foundation for the signal
processing done in the models. Much of the coopera-
tion on the AMToolbox takes place within the frame-
work of the �Aural Assessment by means of Binaural
Algorithms� (AABBA) project, [3].
In Section 2, the currently implemented stages of

auditory signal processing are summarised, including
descriptions of the signal processing stages in the pe-
riphery, and decision stages after the assumed prepro-
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cessing. In Section 3, we present full models build from
the model stages. These models have all been previ-
ously published and veri�ed against human data.
In Section 4, we present the validation framework

of the toolbox. This consists of human data from pub-
lished studies and scripts to reproduce the data.
In this paper, text appearing in typewriter-style

denotes names of functions in the toolbox, i.e.
gammatone.

2. Model stages

2.1. Auditory scales

Several phenomena of the human auditory system
show a linear frequency-dependence at low frequen-
cies, and a logarithmic dependence at higher frequen-
cies. These include the just-noticeable di�erence in
frequency, giving rise to the mel scale [4] and a vari-
ant reported by Fant [5], the notion of critical bands
by Zwicker [6] giving rise to the Bark scale and the
equivalent rectangular bandwidth of the auditory �l-
ters giving rise to the ERB scale [7], which was re-
vised in [8]. These scales (including their revisions)
are available in the toolbox, and may be used for
perceptually-related visualisation purposes and �lter-
ing.

2.2. Basilar membrane models

A classical model of the basilar membrane (BM)
processing is the gammatone �lterbank, of which
there exist many variations. An overview is presented
in [9]. In the toolbox, the original IIR approxima-
tion from [10] and the all-pole approximation pro-
posed by Lyon [11] have been implemented for both
real- and complex-valued �lters. To build a com-
plete �lterbank covering the audible frequency range,
the centre frequencies of the gammatone �lters are
typically chosen to be equidistantly spaced on an
auditory scale, using bandwidths that are propor-
tional to the distance between neighbouring centre
frequencies. The toolbox implements the auditory-
�lter-bandwidth function from [8] which is consistent
with the ERB-scale. The linear approximation to the
basilar membrane processing is done by the function
auditoryfilterbank, which in turn obtains the �l-
ters from the gammatone function.
The dual-resonance nonlinear (DRNL; [12, 13])

stage introduces the modelling of the nonlinearities
in the peripheral processing. The most striking fea-
ture is a compressive input-output function, and con-
sequently level-dependent tuning. The DRNL is com-
puted by the drnl function. Parameters sets from
[13, 14] are supported.

2.3. Inner hair cell envelope extraction

The envelope extraction process performed by the in-
ner hair cell (IHC) is typically modelled by a half-wave

recti�cation followed by a lowpass �ltering. However,
there are many variations to this scheme, where each
auditory model uses a variation on the type of �l-
ter and cuto� frequency. Binaural models typically
use a lower cuto� frequency for the lowpass �lter-
ing than monaural models. In the toolbox, the IHC
models used by Bernstein ([15], 425 Hz cuto�), Bree-
baart ([16], 770 Hz cuto�), Dau ([17], 1000 Hz cut-
o�) and Lindemann ([18], 800 Hz cuto�) have been
implemented. The IHC models are collected in the
ihcenvelope function.

2.4. Adaption

Adaptation loops is a method to model the adaptive
properties of the auditory periphery by using a chain
of (typically 5) feedback loops in series. Each loop
has a di�erent time constant. The toolbox contains
adaptation loops using the linearly spaced constants
originally found by Püschel [19] and later used by
Breebaart [16], and the constants found in [17] to bet-
ter approximate forward masking data. In [20] it was
found that the original de�nition from [19] behaves
erratically if the input changes from complete silence,
so the original de�nition was modi�ed to include a
minimum level (to avoid the transition from complete
silence) and an overshoot limitation. The adaptation
loop processing is done by the adaptloop function.

2.5. Modulation processing

The modulation �lter bank is a processing stage that
accounts for amplitude modulation (AM) detection
and AM masking, [21, 20]. The input to the modula-
tion �lter bank is lowpass �ltered using a �rst order
Butterworth �lter with a cuto� frequency at 150 Hz.
This �lter simulates a decreasing sensitivity to sinu-
soidal modulation as a function of modulation fre-
quency.
By default, the modulation �lters have centre fre-

quencies of 0, 5, 10, 16.6, 27.77, . . . where each next
centre frequency is 5/3 times the previous one. For
modulation frequencies below (and including) 10 Hz,
the real value of the �lters are returned, and for higher
modulation centre frequencies, the absolute value (the
envelope) is returned. Modulation �lter bank process-
ing is done by the modfilterbank function.

2.6. Optimal detector

The optimal detector is a signal detection method
based on signal detection theory [22]. The method
works by deriving a �template� of the signal to be de-
tected. This template is calculated as the normalised
di�erence between the internal representation of the
masker plus a suprathreshold signal representation
and that of the masker alone. During the simulation
procedure, the internal representation of the masker
alone is calculated and subtracted from the internal
representation in each interval of a given trial. Thus,
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(a) Speech signal 'greasy' at 50 dB SPL (b) Speech signal 'greasy' at 90 dB SPL

Figure 2.1: Output of the DRNL and inner hair cell envelope extraction of an input signal presented at two
di�erent levels. The dynamic range of the plots has been limited to 25 dB, to increase visibility. The widening
of the DRNL �lters at higher levels can be seen by comparing the plots. This is part of the output of the
demo_drnl script.

in the signal interval, the di�erence contains the sig-
nal, embedded in internal noise, while the reference in-
tervals contain internal noise only. A decision is made
on the basis of the cross-correlation values obtained
in the di�erent intervals. The interval that produces
the largest value is assumed to be the signal interval.

In the Dau version of the optimal detector [17], the
template is derived from a supra-threshold value of
the stimulus, and the template is �xed during the ex-
periment. This corresponds to the subject having a
prior knowledge of the signal. In the Breebaart ver-
sion [16], the template is updated in the course of the
experiment. This means that the model �learns� from
the experiment by updating the template.

3. Models

3.1. The Dau et al. models

In 1996, Dau et. al. [17] proposed a model of human
auditory perception. The model included stages of lin-
ear BM �ltering, inner-haircell transduction, nonlin-
ear neural adaptation, a modulation lowpass �lter and
an optimal detector as the decision device. The model
was shown to quantitatively account for a variety of
psychoacoustical data associated with simultaneous
and non-simultaneous masking, [23]. In subsequent
studies [20, 24], the modulation lowpass �lter was re-
placed by a modulation �lterbank, which enabled the
model to account for AM detection and AM masking.

Jepsen et al. [14] further improved the predic-
tive power of the model by replacing the linear BM
stage by the DRNL, [13]. It was shown that the
model's ability to account for the data of the previous

studies was preserved, and the updated model could
further account for psychoacoustical data associated
with nonlinear and level dependent auditory process-
ing. The internal representation described by these
models can be computed by the dau1996preproc,
dau1997preproc and jepsen2008preproc functions.
To use the models in an AFC setting, they must be
combined with the optimal detector step, which is
done in the dau1996, dau1997 and jepsen2008 func-
tions.

3.2. The Breebaart model

In 2001, Breebaart et al. [16, 25, 26] proposed a binau-
ral model of human auditory perception. The model
is essentially an extension of the monaural model pro-
posed by Dau et al. in 1996 [17], from which it uses
the peripheral stages: linear basilar membrane �lter-
ing, inner-haircell transduction and non-linear neu-
ral adaptation. The peripheral internal representa-
tions for the left and right ear are then combined in
an equalisation-cancellation (EC-type) binaural pro-
cessor consisting of excitation-inhibitions (EI) ele-
ments which produces binaural internal representa-
tions fed to an optimal detector used as a deci-
sion device. The model has been shown to predict a
large range of binaural detection tasks. It has also
been shown to account for basic lateralisation tasks
and was successively adapted by Park [27] to evalu-
ate sound localisation performance for stereophonic
systems. The internal representation of the Bree-
baart model is calculated by breebaart2001preproc,
whereas breebaart2001 is the complete model to be
used in an AFC framework.
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Figure 3.1: Output of the demo_langendijk script:
Response-target plot for the median plane. Darker
colours represent larger probability for the response
calculated by the model. Circles represent the actual
responses from a sound localization experiment.

3.3. The Zakarauskas and Langendijk models

Zakarauskas et al. [28] introduced a model to predict
vertical-plane sound-localisation performance based
on the analysis of the incoming monaural sound spec-
trum. The model relies on head-related transfer func-
tions (HRTFs) which describe the �ltering of the in-
coming sound by the torso, head, and pinna. The
model uses a peripherally-processed set of HRTFs to
mimic the representation of the localisation cues in
the auditory system. The decision process is simulated
by minimising the spectral di�erence (in terms of
mean or variance) between the peripherally-processed
incoming sound spectrum and HRTFs from the set.
The estimated position is given by the HRTF with the
smallest di�erence. Langendijk et al. [29] proposed an
improved model by considering only the directional
information of the HRTFs and incorporating Bayes'
statistics into the decision process. Both models, con-
sidering the monaural spectral information only, are
able to predict perceived positions of the stationary
wide-band sounds within the median plane.

3.4. The Culling model

Lavandier and Culling [30] developed a model of spa-
tial unmasking for speech in noise and reverbera-
tion and validated it against human speech recep-
tion thresholds (SRTs). The underlying structure of
the model has since been improved [31]. The method
now operates directly upon binaural room impulse
responses (BRIRs). It has two components, better-
ear listening and binaural unmasking, which are as-
sumed to be additive. The BRIRs are �ltered into
di�erent frequency channels using an auditory �l-
terbank [10]. The better-ear listening component as-
sumes that the listener can select sound from either

Figure 3.2: Output of the demo_lindemann script:
Binaural activity map for one frequency channel. In-
put is a 500 Hz sinusoid with a binaural modulation
rate of 2 Hz.

ear at each frequency according to which one has
the better signal-to-noise ratio (SNR). The better-ear
SNRs are then weighted and summed across frequency
according to Table I of the Speech Intelligibility In-
dex [32]. The binaural unmasking component calcu-
lates the binaural masking level di�erence within each
frequency channel from equalisation-cancellation the-
ory [33, 34]. These values are similarly weighted and
summed across frequency. The summed output is the
e�ective binaural SNR, which can be used to predict
di�erences in SRT across di�erent listening situations.
The model has been validated against a number of
di�erent sets of SRTs both from the literature and
from the authors own measurements [31]. The out-
put of the model can be used to predict the e�ects of
noise and reverberation on speech communication for
both normally-hearing listeners and users of auditory
prostheses and to predict the bene�t of optimal head
orientation.

3.5. The Lindemann and Gaik models

Lindemann [18] introduced a binaural model for pre-
dicting the lateralisation of a sound. His model ex-
tended the delay line principle introduced by Je�ress
[35] by contralateral inhibition and monaural proces-
sors. The Lindemann model relies on a running in-
teraural cross correlation process to calculate the in-
teraural time di�erence (ITD). The contralateral in-
hibition sharpens the cross correlation peak and inte-
grates interaural level di�erences (ILD) into the model
by shifting the peak. This is an inherent part of the
inhibition process due to its dependence on the ampli-
tude. The whole model consists of linear BM �ltering,
inner-haircell transduction by simple half-wave recti-
�cation and low pass �ltering at a cuto� frequency of
800 Hz and �nally the cross correlation and inhibition
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step. The output of the model is the interaural cross-
correlation time in each frequency band of the BM
�lterbank. The Lindemann model can handle stimuli
with a combination of ITD and ILD and can predict
split images for unnatural combinations of the two.
This has been optimised by Gaik [36] by extracting
natural combinations of ITDs and ILDs from HRTFs
and adding an additional weighting step to the Linde-
mann model. The Gaik model can be used with any
suitable HRTF set.

4. Human data and experiments

The goal the human data from psychoacoustic exper-
iments and psychophysical measurements included in
AMToolbox is twofold:

1. To support auditory research and development of
auditory models by providing a quick access to al-
ready existing data.

2. To provide a 'target' for the evaluation of models.
This makes it easy to evaluate models against a
large set of existing data.

The data is provided either by the nature of the data,
i.e. data about the absolute thresholds of hearing
recorded using various reproduction mechanism col-
lected in one function (i.e. absolutethreshold), or
by the �gure/table of the underlying publication (i.e.
data_lindemann1986a). The last method provides a
very intuitive access of the data to the user, as the
documentation for the data is provided in the refer-
enced paper.

The toolbox includes data for the absolute thresh-
old of hearing in a free �eld as de�ned in [37]. These
data can be converted to provide information about
the minimal audible pressure (MAP) at the eardrum
using the method from [38]. MAP data for the ER-3A
insert earphones [39], the ER-2A insert earphone [40]
and the Sennheiser HDA-200 [41] is provided. Abso-
lute thresholds for the ER2A and HDA-200 from [42]
are provided up to 16 kHz.

The toolbox includes a small alternative forced
choice (AFC) framework. The models in the toolbox
that support it (dau1996, dau1997, jepsen2008 and
breebaart2001) can then be used with the framework
to make predictions in place of a human listener. This
way, the same experiment de�nitions can be used both
for experiments with humans or models.

5. Conclusion

Work has just begun on the auditory modelling tool-
box. The authors hope that the project will continue
to �ourish in the coming years and that it will grow
to encompass more models, and become the platform
for future state-of-the-art auditory models.
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