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Summary

Sound field synthesis techniques claim to recreate a desired sound field within an extended listening
area. In order to investigate the perceptual properties of the synthesized sound field the listener has to
be placed at different positions. In practice that can be quite difficult with real loudspeakers. Another
possibility to perform listening tests is to present the field via binaural synthesis. This study investigates
whether binaural synthesis is perceptually transparent for the purpose of localization studies for sound field
synthesis. A localization test is performed comparing real loudspeakers to two different binaural synthesis
configurations using non-individual head-related transfer functions (HRTFs), once with and once without
reflections. The results show only slight differences between real speakers and HRTFs-based synthesis,
resulting in a one degree greater localization blur for the HRTFs without reflections than for the other two
cases.

1. Introduction

In the last years several sound reproduction tech-
niques beside the classical stereophony emerged.
One prominent class are sound field synthesis (SFS)
methods. They apply a bunch of loudspeakers to
synthesize a given sound field within an extended
listening area. The best known representatives are
Wave Field Synthesis (WFS) [1] and Higher Order
Ambisonics (HOA) [3].

SFS methods assume that the loudspeaker dis-
tribution at the surface is continuous, which is of
course not given in reality. In practice a spatial
sampling of the surface occurs. This sampling leads
to artifacts in the synthesized sound field above the
so called aliasing frequency. For a loudspeaker dis-
tance of 0.15m this frequency is around 1 kHz for
WFS. Hence, one has to consider that SFS methods
are not strictly physically motivated, but rely on the
possible masking of the artifacts in the sound field,
which means on psychoacoustics.

One of the advantages of SFS methods over
stereophony, the actual synthesis in a given vol-
ume, is also a critical point for psychoacoustic ex-
periments. It is not suitable to place a subject at
one point within the listening area. In contrast, the
perception of the whole sound field is under con-
sideration. Even more complicated is a systematic
study of the dependency of the perception on the
aliasing frequency. For this purpose, the number
and distance of the loudspeakers has to be varied
considerably, which is often not possible with a real
setup. In practice, this has lead to only a few psy-

choacoustics experiment regarding the perception of
a sound field created by SFS methods. In addition,
most of these studies have investigated only one or
two listener positions and a small range of different
loudspeaker distances (for WFS see e.g. [14, 11]).

In this study, we propose to overcome these short-
comings by using dynamic binaural synthesis to sim-
ulate different positions within the listening area
and different loudspeaker arrays. In a first step we
restrict this study to localization experiments. Dy-
namic binaural synthesis simulates a loudspeaker by
applying the respective head-related transfer func-
tions (HRTFs) to a desired audio material and play-
ing it back to a listener via headphones. Simultane-
ously, the orientation of the head of the listener is
tracked and the HRTFs are switched accordingly to
the head position of the listener. If this dynamic
part is applied, results from the literature have
shown that the localization performance for a vir-
tual source is more or less equal to the case of a real
loudspeaker. The localization error for real sources,
that is the difference between the direction of a real
loudspeaker and direction of the auditory event is
between 2◦–5◦ [10, 2, 5, 8]. If individual HRTFs of
the subjects were used, no difference between local-
ization of real and virtual speakers were found. For
non-individual HRTFs deviations around 1◦ were
found [10]. One cause for the varying results for the
localization performance in the literature is the fact
that localization experiments are critical regarding
the used pointing method. Due to the fact, that the
localization erorr can be as small as 1◦ the error of



Figure 1: Measurements with the artificial head in the anechoic chamber (left) and in the listening room, which
housed the experiment (right). Note, that the dummy head was wearing the same headphones as the subjects and
was also suited at the same position.

the method has to be smaller than 1◦, which can
not be achieved with all methods [10, 7].

This study applies a method similar to the one
used in [8]. Here, the subject has to point with her
head towards the direction of the auditory event,
while the sound event is present. This has the ad-
vantage that the subject is directly facing the source,
a region in which the minimum audible angle is
smallest [9]. If the subject is only pointing with
its nose in the direction of the source, an estimation
error of the sources at the side will occur, due to
an interaction with the motor system. This can be
overcome by adding a visual pointer, which indicates
to the subject where her nose is pointing [6].

The aim of this study is on the one hand to test
the resolution of our pointing method. Another task
is to investigate if HRTFs measured with a dummy
head could be used, and possible loudspeaker arrays
could be constructed by interpolation from a HRTF
set measured for only one speaker. Hence this study
will compare the localization of a single loudspeaker
with its simulation via dynamic binaural synthesis
using HRTFs recorded with an artificial head. One
HRTF set was recorded at the same position as the
subjects were placed within the experiment and for
every used loudspeaker. The other one is recorded
in an anechoic chamber with a single loudspeaker,
as described in [12]. If the localization of a virtual
source reproduced with an anechoic HRTF set is
not affected or only to a known small degree, the
method can be applied to investigate the localization
in sound fields generated by different SFS methods.

2. Method

2.1. Head-related transfer functions

This study employs two different sets of head-
related transfer functions (HRTFs). The first one
was measured in an anechoic chamber with a reso-
lution of 1◦ in the horizontal plane and a distance of
3m between loudspeaker (Genelec 8030A) and arti-
ficial head (KEMAR, type 45BA). It is freely avail-

able and its measurement is described in [12]. In
this case, the different loudspeaker positions were
realized by inter- and extrapolating the measured
HRTF set.

The second HRTF set was measured using the
same equipment. But this time the artificial head
was placed within the listening room, in which the
localization experiment took place. It was posi-
tioned exactly at the same position the subjects
were seated in during the experiment. As loud-
speakers, all 19 speakers from the experiment were
used (see Sec. 2.3). To mimic the same configuration
as for real loudspeaker listening, the artificial head
was wearing headphones during the measurements
(compare Fig. 1). Again, a resolution of 1◦ was cho-
sen and the measurement was done for angles rang-
ing from −90◦ to 90◦ of the head orientation of the
dummy head. Both HRTF sets are available at [15].

2.2. Listeners

Eleven adult listeners were recruited for both ex-
periments (6 male, 5 female; aged 21–33 years, mean
age 28.6 years). Four of them had prior experiences
with psychoacoustic testing and wave field synthe-
sis. The subjects were financially compensated for
their effort.

2.3. Apparatus

Stimuli were digitally generated at a sampling
rate of 44.1 kHz. A PC with Octave was used to
generate impulse responses for the binaural synthe-
sis. To this aim the time signals of HRTFs mea-
sured in the reproduction room at the listener po-
sition and HRTFs measured in an anechoic cham-
ber [12] were given as input signals for convolution
with the stimuli. The SoundScape Renderer [4] and
puredata [16] finally played the headphone and loud-
speaker signals. The PC was equipped with a RME
HDSP MADI card and the digital to analog conver-
sion was done by CreamWare A16 converters. The
listeners wore AKG K601 headphones and as loud-
speakers 19 Fostex PM0.4 were arranged as a linear
array applying a distance of 0.15m between them.



Figure 2: Sketch of the apparatus in the listening room (left) and a subject during the experiment (right). Only the
blacked marked loudspeakers were used in the experiment. Note, that the room was dark during the experiment.

For the experiment only 11 of this loudspeakers were
used, the chosen ones are marked in black in Fig. 2.
The head movements of the listener were tracked by
a Fastrak Polhemus head tracker, which passed its
signal to puredata. The SoundScape Renderer was
then switching the HRTFs for the dynamic binau-
ral synthesis, according to the orientation of the lis-
tener given by the head tracker data. A small laser
pointer was mounted onto the headphones. The lis-
tener was positioned within an acoustically damped
listening room, 1.5m in front of the loudspeaker ar-
ray, with an acoustical transparent curtain in be-
tween. A sketch of the setup and a picture is shown
in Fig. 2. The orientation and position of the sub-
jects during the experiment was recorded with the
same head tracker.

2.4. Stimuli

As audio material, Gaussian white noise pulses
with a duration of 700ms and a pause of 300m be-
tween them were applied. The single pulses were
windowed with a Hanning window of 20ms length at
the start and the end. The signal was bandbass fil-
tered with a fourth order butterworth filter between
125Hz and 20000Hz. The signal with a length of
100 s was stored and played back in a loop in the
experiment. The single pulses of this signal were in-
dependent white noise signals. For the headphone
reproduction the noise file was convolved with the
time signal of the corresponding HRTF.

2.5. Procedure

The subjects sat on a heavy chair, wearing head-
phones with the mounted laser pointer and had a
keyboard on their knees (see Fig. 2). They were in-
structed to point, with the laser pointer, into the
horizontal direction where they perceive the audi-
tory event by turning the head. The vertical direc-
tion was to be ignored. If they were sure to point
into the right direction, they were asked to hit the
enter key. The subjects’ head orientation is calcu-

lated as the mean over the following 10 values ob-
tained from the head tracker, which corresponds to
a time of 90ms. After the key press, the next trial
started instantaneously, which implies that the sub-
ject started with the localization always from the
last position, and not from a fixed point. The sub-
jects were instructed that they could turn their head
if they were unsure about the direction of the sound.

There were three conditions in the experiment,
loudspeaker, room HRTF, anechoic HRTF. For the
first one, the noise pulses were just played through
one of the loudspeakers. For the other two condi-
tions the sound was played via headphones. There
were three different conditions and eleven different
loudspeakers, which leads to a number of 33 trials.
Every subject had to pass all the 33 trials six times.
The first 33 trials were for training, thereafter a
session with 66 trials and one with 99 trials were
passed. In the sessions, the order of the conditions
and speakers was randomized. The subjects needed,
average, 15 minutes to complete the experiment not
counting the training.

At the beginning of every session, a calibration is
carried out. First, the loudspeaker at 0◦ was active,
and the subject had to look into the respective direc-
tion in order to calibrate the head tracker. In a sec-
ond step, the subject was indicated to point towards
a given visual mark on the curtain. The second step
formed a connection between the head tracker ori-
entation and the room. After the calibration step,
the room was darkened and the experiment started.

2.6. Data analysis

A subject was able not only to turn her head, but
also to move the head in a translatory way. For
the two conditions employing headphone reproduc-
tion, this had no influence on the results for the per-
ceived direction, because the dynamic binaural syn-
thesis compensated only for the angle of the head,
not its absolute position. Hence, the virtual source
was moving with the subject in case of translational
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Figure 3: The mean over all subjects together with the 95% confidence interval is shown. In grey, the individual
subjects’ results are presented. In graph A, the signed error of the localization of the eleven speakers is shown. In
graph B, the mean standard deviation for the localization task is depicted. The top row represents the condition with
the real loudspeakers, the middle row the room HRTFs, and the bottom row the anechoic HRTFs.

movements. For the loudspeaker condition, this is
no longer true, and the perceived angle between a
single loudspeaker and the head of the subject is
changing with possible head movements. To calcu-
late the direction of the auditory event, the data
was compensated for these head movements, which
were acquired by the head tracker as well, by the
following formula.

φ′ = tan−1 ([(1.5− y) tanφ− x]/1.5) (1)

Here φ is the measured head orientation, x, y are
the measured coordinates of the head tracker, as-
suming that the origin of the coordinate system is
at the center of the chair, and φ′ is the final value
for the direction of the auditory event. In an ad-
ditional step, the measured orientation of the head
had to be connected with the orientation of the sub-
ject within the room. This step is needed, because
the orientation of the head tracker is not an abso-
lute value and was chosen anew in every session.
Furthermore, the laser pointer had to be switched
on again before every session, which could affect its
position on the headphone slightly, and finally the
position of the headphones on the head of the lis-
tener was not the same for every subject. In prac-
tice, this was solved by compensating the measured
head orientation data with the position of a tiny
visual mark on the curtain. Its position in the cur-
rent head tracker orientation coordinate system was
measured in a calibration step.
The main problem which had to be solved for the

two HRTF conditions was relative zero point of the
head tracker. To compensate for this, we assumed
that the localization was symmetrical to the left and
the right. Then the zero point of the localization
data is the mean value of all measured directions of
the auditory event in one session. In order to avoid
an overreaching of the HRTF conditions this step

was also done for the loudspeaker condition.

After the data calibration, the results from both
sessions were pooled for every subject and the mean
and standard deviation were calculated. The mean
over all subjects together with the confidence inter-
val was then calculated using these data.

3. Results

The data analysis has shown a standard deviation
for one subject, that was twice as high as that of the
other subjects. Hence, this subject was excluded
from the results. Fig. 2.6 shows the mean over the
subjects, together with the 95% confidence interval.
In the top row, the results for the loudspeaker con-
dition are presented, in the middle row the results
for the room HRTFs and at the bottom the one
for the anechoic HRTF condition. The signed error
is calculated by subtracting the real position of the
given loudspeaker from the mean localization values
of the subjects. The individual results of the sub-
jects are given by the grey symbols. It can be seen
that the signed error never exceeds 5◦ for all condi-
tions and speakers. For the loudspeaker condition
and the anechoic HRTFs, a slight underestimation
of the speakers at the sides can be observed. This ef-
fect is not present for the room HRTFs. In addition,
the mean of the standard deviations of the subjects
was calculated. The loudspeaker condition and the
room HRTFs show very similar results around 2.3◦.
For the anechoic HRTF condition the standard de-
viation is slightly higher at 3.8◦ as the mean over all
speakers.

In Tab. 1 the mean values are presented. In ad-
dition, the mean values of the unsigned errors over
the speakers are presented. The unsigned error is
calculated by using the absolute value of the differ-
ence between the real speaker and the position of the
auditory event. The loudspeaker condition shows a



Loudspeaker room HRTF anechoic HRTF

unsigned error /◦ 2.4 ±0.59 1.5 ±0.26 2.0 ±0.56
standard deviation /◦ 2.2 ±0.15 2.4 ±0.28 3.8 ±0.30
time / s 3.5 ±0.65 3.7 ±0.55 5.5 ±1.72
turning points 1.6 ±0.36 1.8 ±0.23 3.2 ±0.92

Table 1: Mean values about all speaker positions and subjects together with the confidence interval.

mean value of 2.4◦, the room HRTFs of 1.5◦ and the
anechoic HRTFs of 2.0◦.
The head tracker was not only used to save the

answers of the subjects, in addition the whole move-
ments of the subjects were saved. This way it
was possible to take a look at the response times
and movement patterns of the subject and to check
whether they were different for the different condi-
tions. Figure 4 shows some selected results from one
subject. One trial for every condition has been se-
lected. At a time of 0 s, the subject starts at its last
point, where she has answered with the enter key,
and then moves her head to the next condition. It is
obvious that the time span was different for the con-
ditions, with ranging from 3.5 s for the loudspeaker
condition to 5.5 s for the anechoic HRTF condition,
on average (see Tab. 1). Another possible measure
is the number of turning points a subject required
while moving her head to the direction of the au-
ditory event. The number of turning points was
calculated by a differentiation. Only those points
were counted that differ in their position from the
last one by more than 1◦. For example, for the loud-
speaker condition in Fig. 4 0 turning points, for the
room HRTF 2, and for the anechoic HRTF 2. The
number of turning points is correlated with the pro-
cessed time, as can be seen from the mean values in
Tab. 1.

4. Discussion

The results are in agreement with results from
the literature. Accordingly, a localization task could
be done with a similar accuracy for virtual sources
presented via headphones using dynamic binaural
synthesis as with real sources.
The accuracy for virtual sources are higher if the

used HRTF are measured at the place of the sub-
jects in the experiment, including room reflection.
A surprising result is the fact that the localization
error was higher for the real sources than for the vir-
tual sources in the room HRTF condition. At this
point it is not possible to verify if this is a real effect,
or due to the slightly different method of measuring
the localization in both cases.
The standard deviation as an indicator of the

localization blur is the same for the real speakers
and the room HRTFs, but larger for the anechoic
HRTFs. This indicates that room reflections could
be a helping factor in localization of virtual sources.
Further differences between the real and virtual
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Figure 4: Head movements of a single subject between
two source localizations (pressing of the enter key).

sources were found for the response times and head
movements of the subjects. For real sources, the
subjects tend to directly look to the source, for vir-
tual sources a slightly to-and-from movement of the
head is present.

The results show that the method of dynamic
binaural synthesis is very promising for localization
tests in the context of sound field synthesis. The lo-
calization performance is only slightly degraded for
anechoic HRTFs. On the other side, the method al-
lows to compare instantaneously different position
within a sound field. In addition, it was shown that
the anechoic HRTF of a single loudspeaker can be
inter- and extrapolated (in order to simulate differ-
ent loudspeaker arrays) without degrading the re-
sults. In a current test, we use the method to evalu-
ate the localization for WFS at several positions in
the listening area.
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